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Can CCEM learn the true label predictor and the true 
annotator confusions?
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under the assumptions

CCEM correctly learns the true confusions and the true classifier,

Class expert condition 

Anchor point condition1

2
For each class, there is an 
expert which can predict 
that class correctly with 
prob. close to 1

Often, its hard to hold the two conditions together

For each class, there is a data 
sample belonging to that 
class with prob. close to 1

GeoCrowdNet (F)

Proposed Learning Criteria

Regularization term

Class expert condition 

Anchor point condition

X
If we have more data, 
but no experts to label

GeoCrowdNet (W)

Regularization term

Underlying 
NMF model

Class expert condition 

Anchor point conditionX If we have less data, but 
there are experts to label

Analysis Result
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Empirical Results
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FashionMNIST Dataset Less data with experts

More data with no experts
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LabelMe Dataset Music Dataset
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Noisy labels from workers

The criterion designed for ``no experts case” shows edge in practice

Proposed Methods
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Volume occupied by 
the columns of 

Sufficiently Scattered 
Condition (SSC)

Analysis Result

R. Tanno, A. Saeedi, S. Sankaranarayanan, D. C. Alexander, and N. Silberman. ``Learning from 
noisy labels by regularized estimation of annotator confusion”. IEEE CVPR, 2019.

If     satisfies the SSC (no geometric condition on      ), the below 
criterion identifies the true parameters of the model 


